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Abstract


Acoustic properties such as intelligibility, clarity, reverberance, source direction, and distance are commonly measured using a room impulse response and standardized definitions of C80, RASTI, EDT, and the like.  These methods often  yield results that do not correspond with subjective impressions, particularly on source material that includes a variety of types of music or speech. This paper will introduce computer programs (written in MATLAB) that make it possible to measure many acoustic properties directly from analysis of binaural speech and music.  The sound source can be a binaural recording of a live person, or a binaural recording of a performance.  In practice the measured intelligibility depends on the tempo and articulation of the source, as does natural speech in normal acoustic conditions.  The results correspond well to subjective judgments because the source signal is similar to the actual sounds heard in rooms, and the analysis follows the principles of human hearing.





Introduction


Most research into room acoustics is based on analysis of the impulse response, using mathematical tools that are at best only somewhat related to human physiology.  The mathematical analysis is then correlated with perceptual experiments, and measures are developed that show moderate (or better) correlation.  A difficulty with this approach is that there are often exceptions – cases where the measure predicts good performance, but the subjective performance is poor.  These exceptions can be expensive.





This preprint presents methods that attempt to directly model the physiological processes that go into our assessment of  sound quality.  The goal is to develop measures that more accurately predict the perceived properties of a space.





The world-view of this preprint, and the methods used to model the physiology of listening, were developed in the process of  designing equipment to reproduce two channel recorded music in a wide variety of spaces.  To do this the recorded sounds must be analyzed for the azimuth of the various sound events images that compose the direct sound, and the reverberant components of the signal.  This analysis must be done blind, as we have no information about the nature of the original recording.  We must rely only on the properties of the sound itself.  Although errors are unavoidable, if the analysis closely mimics human physiology, the errors are inaudible.





It is the belief of the author that objective measures of perceived sound quality ultimately must be derived from the same processes and methods that human hearing uses to perceive sound.  These methods must start with binaural reception of actual sounds – both speech and music – followed by analysis of these sounds through the time response of a critical band filter bank.





The analysis presented in this preprint does  not attempt to accurately model the actual physiology of hearing.  However the principles used – critical band filtering, power extraction, and then envelope analysis – are relatively simple to implement with physiological models.  We hope to show that such simple processes yield sophisticated results.





The work in this preprint is ongoing.  In the oral presentation we will give details that are only sketched here.  We will also give audible examples of the differences in quality.  Being able to hear these differences is vital to understanding the paper.  We hope to have these examples on-line in the near future.





 The Matlab code used in much of the paper is available on request from the author.  Other researchers are encouraged to extend the work however they see fit.  The oral presentation, the most recent results, and soon some of the audio examples, will be found on the author’s web-page at www.theworld.com/~griesngr.  


Monaural vs Binaural


The analysis necessary to reproduce a two channel recording through a multichannel sound system is based both on the differences between the two input channels – from which the azimuth of the direct sound and the presence or absence of decorrelated reverberation can be determined – and on the dynamic properties of both input signals, from which the beginning and ends of individual sound events can be determined.





The same processes are basic to human hearing.  The pressure differences between our two ears are critical to our perception of both azimuth and reverberation.  However people who are deaf in one ear can become highly skilled in both azimuth detection and in the assessment of reverberation, so it is clear that a great deal of information can be extracted from a single channel.  In fact, being deaf in one ear does not greatly damage our abilities to separate both spoken and musical meaning from a sound field.  The work reported here will investigate both types two-ear and single ear processing.





We are chiefly interested in the following perceptions related to sound quality:





Intelligibility (the ability to separate phonemes or notes from noise and reverberation)


Azimuth detection (lateral localization)


Distance perception (the time dependence of the direct to reverberant ratio)


Coloration (muddiness or the unpleasantness of timbre)


Reverberance (the perception of reverberation)


Spatial properties of the reverberant field (listener envelopment.)





Most of these perceptions can be easily assessed by a one-eared listener.





Intelligibility





Although binaural hearing can improve the intelligibility of speech in a reverberant environment, the improvement is not dramatic, being typically equivalent to a 3 or 4 dB change in the direct to reverberant ratio.  The basic process of separating phonemic meaning from a complex sound field is clearly a monaural process.





We believe that the first step in comprehending speech is to separate the individual speech phones from each other, and from background noise or reverberation.  (This is also the first step in processing notes in two channel music.)  We call this process “event detection.”  We need to know when a foreground sound (a phone or a note) begins, and ideally we would like to know when it ends.  Determining the end of a foreground sound is useful, because we want to be able to assess the nature and the loudness of the background sound (environmental noise or reverberation). We cannot separate the background sound from the foreground unless we know when the foreground sound has stopped.





The background sound may contain information important to our survival.  For example, the direct to reverberant ratio gives us an important clue to the distance between us and a sound source.





Event detection relies on the dynamics of the amplitude envelope of the signal.
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Figure 1: A brief broadband segment of highly reverberant speech.  Notice the onset of speech phones are marked by rapid increases in signal power.


The speech signal in figure one is highly reverberant, but is not difficult to understand.  Somehow our physiology can separate the phones from the background.  


We can analyze this signal into critical bands, and display the amplitude envelope in each band.  (In this work we use third order Butterworth filters rather than critical band filters.) 
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Figure 2.  The 1000Hz 1/3 octave filtered amplitude envelope of figure 1, and the slope of the envelope (the positive first derivative).  The onset of most of the speech phones can be seen.





We can plot the slope of the envelope, such as the one shown in the bottom line in figure 2, as a function of frequency and time.  The resulting picture shows the onset of various speech phones, aligned along the frequency axis.  These onsets can be counted, and compared to a syllable count for the text being spoken.
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Figure 3:  The positive slopes of the amplitudes (the bottom graph in figure 2) plotted as a function of frequency and time. (The 640Hz band is marked “10” in the graph.)  The onset of various phones is clearly shown, typically across several bands.  





Figure 3 shows the onsets of several phones.  We can simply count these onsets, grouping the ones that occur simultaneously in several frequency bands, and counting them just once.  The resulting syllable count can be compared to a manual syllable count in the spoken text, and becomes a measure for the intelligibility of the space.  This measure is similar in concept to RASTI, as it measures the ability of the space to transmit the modulation in the speech.  However, the syllable counting method shown here is particularly sensitive to speech onsets.  RASTI considers all types of modulation to be identical.





The difference is critical.  Reverberation in general is forgiving of onsets, as it takes time for reflections to build up in a room.  Thus the beginning of speech phones are often completely unchanged by the room, whereas the ends of speech phones can be severely altered or obscured.  Obscuring the ends of phones reduces the intelligibility only slightly.





For example, the reverberation in the example above is synthetic, created by convolving dry speech with an impulse response.  We can reverse the impulse response in time, and convolve the speech signal with the reversed reverberation.  The result is subjectively nearly unintelligible.  In this case the reverberation is obscuring the onsets of the phones, while leaving the ends clear.  But RASTI finds the intelligibility to be identical.  Figure 4 shows that the syllable counting method does far better.
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Figure 4:  The positive slopes of the amplitudes of the same text as figure 3, but with the reverberation reversed in time.  Note that playing the time-reversed reverberation through the syllable counting filter results in practically no output, and few syllables counted.  This corresponds well to the subjective intelligibility.





To be practical as a measurement technique, syllable counting would require a standardized speech segment,  played back in a consistent  fashion.  However, in our limited tests the method works remarkably well with nearly any English text, as long as it is spoken clearly and at moderate speed.





Localization (Azimuth)





Azimuth is primarily determined in human hearing by a combination of the time delay differences between the two ears (ITD) and the loudness difference between the two ears, or interaural intensity difference (IID).  It is the ITD which is primarily active at low frequencies, and the IID that is active at high frequencies.  The most natural and reliable azimuth determination occurs when the IID and the ITD agree across many frequency bands.  Since reverberation in general comes from all directions, it is clear that to localize a sound source accurately the direct sound energy must dominate the reverberant energy.  Otherwise neither the ITD nor the IID will be of any use.





Once again, in the presence of reverberation, the onsets of sound events are generally not altered by the reflected energy.  Thus it is possible to have a high direct to reverberant ratio at the onset of a sound, even if the middle and end of the sound is highly reverberant.  





A simple way to show this phenomenon is to plot the IACC of a segment of binaurally recorded speech as a function of time and third octave band.  We also  transform IACC to a measure of direct to reverberant ratio.  To do this, we divide the binaural speech segment into many overlapping blocks, and compute the IACC for each block.
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Figure 5:  IACC plotted as direct to reverberant ratio for a segment of binaurally recorded speech.  The speech was recorded ~15M from the sound source in an empty opera house with a 1.4s reverberation time at 1000Hz. The speech is intelligible (with difficulty) and highly reverberant. Note that the direct to reverberant ratio is above 10dB at the onset of most of the speech phones, allowing accurate localization.  By the end of a typical phone the direct to reverberant ratio is below minus 6dB, and does not show on this graph.





We can measure the azimuth of the sound source in figure 5 by making a histogram of the time delay for maximum correlation of the IACC peaks. The result indicates a strong maximum at 7 samples, which corresponds to the actual azimuth of the source.  It is clear that the sound source in this recording should be easily localized by human physiology, and it is.
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Figure 6:  Histogram of the time delay of maximum correlation for the speech segment in figure 5.  The source was moving slowly toward the center, which can be seen in the histogram.  The horizontal axis is ~+- 1ms.





The use of IACC in this method was convenient.  Many researchers have studied this mathematical tool, and it is easy to program MATLAB to calculate it.  The author does not believe that IACC is possible to compute physiologically.  However there is evidence that human hearing is capable of cross-correlating the rates of nerve firings between the two ears.  In any case, it is clear that human hearing uses some method similar to the one described here to localize sound sources in highly reverberant spaces.  The important point is that it is the relative clarity of the sound onsets that is critical to the process – both for intelligibility and for localization.  To assess the quality of a space for localization we need a measure of the direct to reverberant ratio as a function of time after the onset of a speech-like sound.





Onset localization as a measure of the space.





The IACC based method shown here can be used to measure the direct to reverberant ratio of a space as a function of both frequency and time.  The height and the duration of the IACC peaks shown in figure 5 can be averaged together to make a time-energy profile of the build-up of reflection in the space.





But IACC is sensitive only to the lateral energy.  Medial reflected energy will always give a high IACC.  To measure all reflected energy with this technique we must make the assumption that the reflected energy is spatially diffuse – that is, it comes equally from all directions.  In this case the duration of the IACC bursts shown in figure 5 reflect the time delay between the direct sound and the onset of reverberation.  The height of the peaks give the direct to reverberant ratio during the beginning of speech sounds.





We have not yet studied the effect of different time offsets between the direct sound and the reverberation on the apparent clarity or intelligibility of speech, but   The direct to reverberant ratio and the time offset result in easily perceived changes in the sound, and they should be highly significant.





The usefulness of the measure is marred by the assumption of spatial diffuseness.  Medial reflections are very common, and in a diffuse field they outnumber lateral reflections two to one.  Experiments with monaural reverberation show clearly that medial sound energy can be highly detrimental to sound quality – although sometimes a strong medial reflection can improve intelligibility.  An excess of medial reflections is a well-known problem in some halls.





We clearly need a way to measure direct to reverberant ratio as a function of frequency and time that is sensitive to medial reflections as well as lateral ones.  Such a method will be discussed in the following section.





Detection of Medial reflections


Medial reflections affect human perception identically in both ears, so we can study them with a single sound channel.  As mentioned before, it is easy to demonstrate that medial reflected energy is audible, although the just noticeable energy level with respect to the direct sound (about -12dB) is higher than the JNL for lateral reflections (about -20dB).  It is also easy to demonstrate that in situations where intelligibility is adequate, adding medial reflected energy reduces sound quality.  





The big questions are:  why is the perceived quality reduced, how can we measure this quality reduction using only recorded speech as a medium, and how can we use such a measurement to objectively measure the properties of the acoustic space?





This process seems difficult at first glance, since there is no obvious mathematical process we can apply to a monaural speech recording that will indicate its perceived quality, or its reflected energy content.  However, these differences are highly audible to a trained listener.  It is obvious from listening to less than 10 seconds of a mono recording that speech has been degraded by reflections, even when the total reflected energy is 8dB less than the direct sound.  What are we hearing?


Detection of voice fundamentals


Human hearing is extraordinarily sensitive to pitch, even in speech.  A musician can hear the pitch of a note which has a duration of only 80ms or so with an accuracy of better than 5%.  The fundamental frequency of a voiced speech sound carries significant meaning in English speech, and obviously carries a great deal of significance in sung music.  Given that a typical critical band of the basilar membrane is at least 1/3 octave wide, how is such amazing pitch sensitivity achieved?





The answer is:  by pulse timing circuits.  Peter Carrigines at the Peabody Laboratories at the Massachusetts Eye and Ear hospital has published extensively on this subject.  Neural physiology is capable of timing the periods between neural activity, and this timing information is converted into the perception of pitch.





It is not obvious that the harmonics of vocal frequencies – such as the major harmonics of human speech formants – contain information about the fundamental pitch period, but they do.
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Figure 7:  The vowel sound “OW” from the syllable “now” filtered into the 1000Hz 1/3 octave band.  Notice the highly regular sound bursts – here at a fundamental frequency of about 160Hz.





The human vocal cords produce a waveform similar to a pulse train at the fundamental frequency.  This pulse train is filtered by the vocal mechanism to form vowels.  The filtering results in a series of tone bursts with a decaying ringing pattern, as can be clearly seen in figure 7.  Thus the amplitude envelope of the filtered waveform preserves the timing of the original pulse train.  If we filter the voice signal into a large number of 1/3 octave filters, they all will contain a similar pulse pattern, and (if we correct for the group delay of the analysis filters) all the peak amplitudes will be in-phase.





We can extract the fundamental from the waveform in figure 7 by taking the log of the absolute value, (or the log of the square), and converting to decibels.  We then bandpass filter the result with a sharp filter that includes only possible frequencies of the speech fundamentals.  (This filter must be adjusted separately for male or female speech.)  The output of this filter will be a signal that represents the fluctuation in the original 1/3 octave band at the frequency of the vocal fundamental, in decibels.
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Figure 8:  Block diagram of a circuit to extract the fundamental component from the upper harmonics of a speech signal.  Since the conversion in each band is based on the log of the signal, the contribution from each band is independent of the level in that band.  The contribution depends only on the amount of fluctuation in the band at the fundamental frequency.  The method is physiologically based, as the nerve firing rate in each critical band is roughly logarithmic.





If we sum all the bands between 400Hz and 4000Hz – which contain the major frequencies important for speech – we obtain a signal that contains only the vocal fundamentals.  When the speech is uncorrupted by noise or reverberation this signal has high accuracy.
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Figure 9:   The same vowel as figure 7, as detected by the circuit of figure 8.  Note the purity of the  fundamental pitch component.  The frequency is not constant, but gliding upward.  The amplitude of this signals does not correspond to signals level, but to the amount of modulation in the signal.





If we add noise or reverberation to the speech signal, the purity of the fundamental extracted by this means is reduced. 
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Figure 10:  The same vowel as figure 9, but convolved with a 20ms segment of white noise, simulating a reverberated signal.  Note the lower average amplitude and the high degree of scatter in the zero-crossings.  This signal is perceptually degraded from the one in figure 9.  (It sounds rough and colored.)





From examination of figures 9 and 10 it is clear that the one of the obvious consequences of the added “reverberation” is that the fundamental frequency is more difficult to extract.  We can measure this degree of difficulty by plotting the scatter in the zero crossings shown in figures 9 and 10.  To do this we first find the zero-crossing times for the signals such as figures 9 and 10, and then calculate the average scatter in a sliding window of five zero crossings.  We then invert this number to get a measure of the “coherence” of the signal.
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Figure 11:  The coherence (the inverse of the scatter) in the pitch periods of figure 9.   The time scale is somewhat longer than figure 9, and includes the whole word “now”.  The “n” sound has about a 15Hz scatter, but the “ow” sound has about a 5Hz scatter.  The relative silence between speech sounds shows greater than 40Hz scatter.





Note in figure 11 that the coherence of the pitch periods is quite high during the open part of the vowel sound.  The “signal to noise” ratio shown in figure 11 is promising as a possible measure for an acoustic space.  As a test of this idea, we will convolve the speech signal with a 20ms burst of white noise, as before, and then add the convolved signal back to the original signal with a delay of 30ms.  This simulates a 30ms diffuse reflection, at the same energy as the direct sound.
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Figure 12:   The coherence in the same syllable as figure 11, but convolved with a diffuse reflection at 30ms.  Notice the high coherence is unchanged for 30ms into the beginning of the “ow” sound, and then is sharply reduced for the remainder of the vowel.


 


We can further test the method with a recording made in an empty opera house at ~15M distance from a live speaker on the stage.  This is the same signal that was used for the IACC tests shown in figure 5, except we are looking at the left channel only (the one on the opposite side from the signal source, which was about 25 degrees to the right of the dummy head.)
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Figure 13:  A broad-band time waveform of the syllable “wa” from a speech segment spoken live from the stage of an empty opera house.  This syllable was chosen because of its rapid rise-time.
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Figure 14:  The coherence of the syllable in figure 13.  The time scale is somewhat different – but a clear peak in the pitch coherence can be seen at the beginning of the vowel.  The duration of this pitch coherence pulse is about 15ms.





The 15ms width of the coherence pulse in figure 14 agrees with the IACC pulses shown in figure 5.  Apparently there are significant early reflections in this house, and the energy of these reflections is sufficient to significantly degrade the quality (at least for the opposite side ear.)  It is not obvious where these reflections come from, as the side wall reflections do not arrive till about 40ms after the direct sound.  However the pitch extraction method (and human physiology) is sensitive to total energy of reflections as a function of time, and many small reflections can sum to something significant.
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Figure 15:  A broad-band impulse response of the hall used in figures 13 and 14. (From an equalized balloon burst taken from the center of the stage.)  There is more direct sound than in figure 13, as there is little or no head shadowing. Notice the high level of reflected energy before 50ms, and even higher levels later.





The side wall reflections, which are particularly strong in this house due to a focusing problem, can be seen in figure 15.  They may also be possible to see in figure 14.  The coherence drops quickly after about 15ms, but reaches a minimum at about 40ms.  (It is also possible this time characteristic of the minimum coherence is an artifact of the choice of a five period analysis window for the scatter.)  





 It is likely that averaging the results of many fast-rising syllables will give a clearer picture of the reflected energy in this hall.





Conclusions


In this preprint we have shown several methods for extracting room acoustic information (and objective measures of quality) from binaural recordings of speech.  The syllable counting method is suggested as a means of measuring intelligibility, the IACC method is suggested as a means of measuring the time dependence of lateral reflected energy, and the pitch-coherence method is suggested as a  means of measuring the time dependence of medial reflections, and as a measure of speech quality.





These methods all are primarily concerned with the onsets of speech and musical sounds.  Methods which are appropriate for measuring the reflected energy at the ends of sounds – which are proposed as means of measuring reverberance and envelopment – will be discussed in the oral presentation of this work.
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